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Intuitive Manipulation to Mobile Robot by Hand Gesture

Ken−ichi FUKAYA＊ and Atsushi WATANABE＊＊

Abstract

We developed the intuitive manipulation apparatus by which a mobile robot moves by hand gesture

of an operator. Static and dynamic acceleration and rotational velocity derived from declination, swing

and rotation of hand are measured by acceleration sensors and the gyro sensor. Data of sensors are

analyzed by H8/3052F micro computer attached to the apparatus. The hand gesture type judged is

sent to a mobile robot and the robot acts according to its gesture type with announcing its manipula-

tion. Experiment shows the feasibility of intuitive hand gesture manipulation to a mobile robot.

1. Introduction
A service robot performing partially or fully autonomously the services useful to the well−being

will become a part of life just as the automobile, television and mobile phones [1]. To realize such a

service robot, it is necessary to develop communication technology between a robot and a person. Re-

cently, in the field of home appliance terminals and mobile devices, nonverbal communication such as

gesture of a body, hands and fingers has been eagerly proposed and tried in the real world [2]~[6].

Hand gesture has been also tried to manipulate robots [7]~[9]. In this case, a vision sensor with high

level performance of image processing is normally utilized in order to extract gesture images from

noisy background and recognize their meanings on real time. There is a problem about the camera on

a mobile robot that it does not always face robot user and sometimes miss his gesture. An omni−di-

rectional camera may give a solution to this problem, but its resolution is too poor to recognize cor-

rectly the gesture. Another way to recognize hand gesture is to utilize a data glove which uses optical

fibers and detects the bending of fingers, as is utilized in virtual reality research. But this apparatus is

too expensive to manipulate a mobile robot by hand gesture. In recent years, there appear inexpensive

acceleration sensors and gyro sensors. These are mainly applied to an airbag of an automobile and a

camera image stabilizer, respectively. In this research, inexpensive acceleration sensors and a gyro

sensor are utilized to catch the hand gesture. By using this hardware, a mobile robot is intuitively ma-
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nipulated by recognizing the hand gesture.

2. System configuration
Fig.1 shows the system configuration for manipulating the robot by the hand gesture. This system

consists of the hand gesture apparatus, the control box, the host computer and the mobile robot.

Actual hardwares of hand gesture apparatus and control box are shown in Fig.2 and Fig.3, respec-

tively. The hand gesture apparatus has the two−dimensional 2G acceleration sensor (ADXL202JE by

Analog Devices, Inc.) for hand declination, the three−dimensional 20G acceleration sensor (MA−3−20

Ac by MicroStone Corp.) for hand swing, the gyro sensor (MGQ1−01B by MicroStone Corp.) for

hand rotation and a high light LED linked to an emergency switch. The control box is connected to

the hand gesture apparatus, and has a micro computer (H8/3052 by Renesas Technology Corp.) which

analyzes data from sensors and a switch built in the hand gesture apparatus. The analyzed result of

hand gesture data is sent to the host computer via the Bluetooth serial communication module (Zeal−

Z1by ADC Technology Inc.). Then, the host computer sends gesture information of a hand to the

board computer mounted on the mobile robot (Pioneer3 by MobileRobots Inc.)via connectionless

process communication. Results of hand gesture are displayed on the LCD on the control box and at

the same time, manipulation obeying to the kind of hand gesture is announced by the sound board

Fig．１ System configuration
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(SRM−10P by Alpha Project Co. Ltd.) mounted on the mobile robot.

3. Gesture Recognition
Three kinds of hand gesture (i.e. declination, swing and rotation) generate static acceleration (grav-

ity), dynamic acceleration (vibration) and rotational speed, respectively, which are measured each by

the 2G acceleration sensor, the 20G acceleration sensor and the gyro sensor (Fig.4).

Fig.5 is the flow chart to recognize hand gesture. By preparatory experiments, the threshold of each

sensor has been estimated. When the 2G sensor detects the absolute value less than 0.6G, hand ges-

ture is ignored and the processing is returned to start. When the 20G sensor detects the absolute value

Fig．２ Hand gesture apparatus

Fig．３ Control box
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less than 2G, static acceleration is estimated. When the 20G sensor detects the absolute value greater

than or equal to 2G, dynamic acceleration or rotational velocity is estimated. When the absolute value

of angular velocity is greater than or equal to 1500[deg/s], rotation is estimated. In this case, the sign

Fig．４ Three kinds of hand gesture and sensors corresponding each

Fig．５ Flow chart of hand gesture recognition
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of speed shows rotational direction. Finally, when the absolute value is less than 1500[deg/s], dy-

namic acceleration is estimated.

In case of static acceleration, 100 sampling data of X and Y axes are averaged and the absolute

value together with direction is calculated. For example, experimental data shown in Fig.6 gives us

the average value of acceleration along X and Y axes to be 0.49G and 0.80G, respectively. This ex-

perimental data also gives us the absolute static acceleration value 0.93G with direction 59 degree.

Fig.7 shows that directions of 80~100, 250~290, 350~10 and 170~190 degrees are supposed to be

Fig．６ Example of static acceleration data

Fig．７ Classification of static acceleration
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forward, backward right and left, respectively. Other directions correspond oblique. In case of dy-

namic acceleration shown Fig.8, the peak−to−peak values evaluated from 100 sampling data of X, Y

and Z axes yield the swing axis and its positive or negative region which are judged by the order of

maximum and minimum values. The data of rotational velocities are shown in Fig.9, and they show

Fig．８ Example of dynamic acceleration data

Fig．９ Rotational speed data obtained by gyro sensor and corresponding coordinate of the hand gesture ap-
pratus
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that the clockwise and counter clockwise rotations are different from the forward swing action.

In order to estimate the sensor accuracy of static and dynamic acceleration, 4 persons tried 20 times

to manipulate hand gesture with respect to X and Y axes. As a result, 95% correct answers were ob-

tained in static acceleration, and 78% in dynamic acceleration. In this way, static acceleration gave

the recognition rate better than dynamic one. This result means that, in case of static acceleration,

there was no need of exercise but in dynamic acceleration, it was necessary to exercise further.

4. Performance of a mobile robot by hand gesture
It is desirable that the hand gesture corresponds one to one to mobile robot manipulation, because

the user can intuitively manipulates the robot. To do this, correspondence between hand gesture and

manipulation of the mobile robot was determined and is shown in table1, where coordinates of robot

movement are fixed to a mobile robot. According to this correspondence, for example, when the user

declines his hand forward, the robot moves forward, and swinging forward his hand gives speed up of

the mobile robot.

5. Experiment
The experiments manipulating a mobile robot by utilizing the gesture apparatus were done. Hand

gesture was recognized normally and then the robot operated according to kinds of gesture given. A

combination of forward movement, rotation and circulation can freely move the mobile robot any-

where. Fig.10 shows the robot moving forward according to forward declination of hand. As hand

Hand Gesture Manipulation of Mobile Robot

Declination

Forward (80−100degree) Forward Movement

Backward (250−290degree) Stop

Right (350−10degree) Low Speed Clockwise Rotation

Left (170−190degree) Low Speed Counter Clockwise Rotation

Oblique Circulation

Swing

Forward (Y+) Speed Up

Backward (Y−) Speed Down

Right (X+) 90Degree Clockwise Rotation

Left (X−) 90Degree Counter Clockwise Rotation

Above (Z+), Below (Z−) Speed Reset

Rotation
Clockwise High Speed Clockwise Rotation

Counter Clockwise High Speed Counter Clockwise Rotation

Table1 Correspondence between hand gesture and manipulation of mobile robot

１４９Intuitive Manipulation to Mobile Robot by Hand Gesture
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Control Box

gesture corresponds to movement of a robot, the operator can intuitively recognize its movement.

When the robot moves forward, ultrasonic distance sensors attached to the front panel of the robot

can detect obstacles to stop automatically. When the sensors missed detection of obstacle, the operator

pushes the emergency stop− switch and then the robot can stop in a moment. Also, the sound board

mounted on the robot announces manipulation corresponding to hand gesture.

It is easy for an operator to recognize one’s gesture. The present hand gesture system utilizes a

wireless communication apparatus and then, an operator is able to manipulate the robot when distance

between an operator and a robot becomes large. This apparatus does not restrict relative angle be-

tween an operator and a robot. It is also easy to carry the whole system.

6. Conclusions
Proposed apparatus can recognize hand gesture easily and correctly, and manipulate a mobile robot

intuitively. By applying acceleration sensors and the gyro sensor to recognize hand gesture, we could

construct an inexpensive apparatus of hand gesture recognition for a mobile robot. At the present

time, 12 kinds of hand gesture are available to robot manipulation and are greater than 7 plus minus 2

(Mirror’s magic number[10]). Furthermore, we have to adopt more essential gesture to mobile robot

manipulation. If it is available for a mobile robot to acquire relative position with respect to operator

by using sensor arrays, more easy−to−understand gesture, such as beckoning will be able to realize by

utilizing this apparatus.

Fig．１０ Experiment of hand gesture manipulation to mobile robot
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